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ABSTRACT

Design of a circularly symmetric multichannel recording and reproduction system is discussed in this paper.
The system consists of an array of directional microphones evenly distributed on a circle and a matching
array of loudspeakers. The relation between the microphone directivity and the radius of the circular array is
established within the context of time-intensity stereophony. The microphone directivity design is identified
as a constrained linear least squares optimisation problem. Results of a preliminary informal subjective
evaluation are presented which indicate the usefulness of the proposed microphone array design technique.

1. INTRODUCTION

We are surrounded by sound. Sound sources can be
situated at any direction on the horizontal plane.
A good surround sound system should therefore
reproduce sources situated at different directions

bience perception. While satisfactory listener expe-
rience can be achieved most of the time, the percep-
tual consistency of the reproduced audio with the
actual recording environment cannot be guaranteed
and the reproduced sound field reflects the choices

equally accurately. Commercially available multi-
channel systems usually employ uneven loudspeaker
positions [1] favouring the front direction, and the
audio material to be played back over such systems
is typically engineered heavily at the post-processing
stages so as to provide a good localization and am-

of the audio engineer rather than the properties of
the actual recording venue.

There exist different audio reproduction systems
based on the concept of reconstructing the sound
field exactly. Ambisonics [2, 3], and wave-field syn-
thesis (WFS) [4] are two such systems. The former
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achieves perfect reconstruction only at a narrow lis-
tening area. The latter requires significant computa-
tional resources and a high number of channels and
is thus not feasible in a domestic setting. A multi-
channel recording and reproduction system was pro-
posed by Johnston and Lam [5] that overcomes these
limitations in order to provide a panoramic listening
experience to the listener in a wider listening area.
The recording system consists of a sparse circular
array of five near-coincident hypercardioid micro-
phones evenly distributed on the horizontal plane.
The original array radius was selected as 15.5 cm
and it was suggested that this radius allowed cap-
turing spatial hearing cues on the horizontal plane’.
In addition, two superdirectional microphones were
positioned at the apexes of the open sphere defined
by the centre and radius of the microphones on the
horizontal plane. The horizontal reproduction setup
consisted of five loudspeakers evenly distributed on
a circle.

A pilot study by Hall and Cvetkovi¢ [7] indicated
that better subjective results could be obtained if the
microphone array radius is larger using the original
microphone directivity proposed by Johnston and
Lam. Hacihabiboglu and Cvetkovié¢ [8] suggested
that Johnston-Lam array could be considered as a
conjoined set of near-coincident stereophonic pairs
and can also be generalized to more than five chan-
nels. A mathematical analysis of the system’s re-
sponse to monochromatic plane waves revealed that
better performance and a wider listening area could
be achieved by minimizing the crosstalk between
non-adjacent microphones. A microphone directiv-
ity design method based on stereophonic intensity
panning laws was also proposed.

This paper is concerned with the microphone array
directivity design problem from the perspective of
time-intensity stereophony. It is well known that
both the time delay and the level differences between
channels play a role in subjective localization [9].
The circular array of directional microphones im-
poses both level differences (due to microphone di-
rectivity) and time delays (due to non-zero array
radius) on the recorded sound source. In turn, time
delays between each microphone are related to both
the number of channels and the array radius. There-

ISee also our companion paper [6]

fore, microphone directivity design problem cannot
be separated from the selection of array radius.

This paper is concerned with the design of micro-
phone directivity pattern for a given microphone ar-
ray radius which results in a good subjective local-
isation performance. The circular microphone and
loudspeaker arrays as originally proposed by John-
ston and Lam are briefly reviewed in Sec. 2. An
analytical formulation of the multichannel system
based on active intensity will be presented in Sec. 3.
The cross-talk terms will be identified and the max-
imum allowable inter-channel crosstalk level will be
also be discussed. Franssen’s time-intensity panning
curves will be briefly reviewed and their relevance in
the context of the proposed multichannel system will
be discussed. Microphone directivity design prob-
lem will then be identified as a constrained linear
least squares optimization problem in Sec. 4. Sev-
eral design examples will be provided. Results of a
listening experiment which compares the subjective
localisation performance of different microphone di-
rectivity patterns under free-field conditions will be
reported in Sec. 5. The results will be discussed and
conclusions drawn in Sec. 6.

2. JOHNSTON-LAM ARRAY

Johnston and Lam proposed [5] a circularly sym-
metric microphone array composed of five first-order
microphones on the horizontal plane facing out-
wards and two superdirectional microphones facing
up and down. The stated aim of Johnston-Lam ar-
ray was to accurately capture interaural cues of bin-
aural hearing. The recorded audio could be played
back with a corresponding loudspeaker array con-
sisting of five equispaced loudspeakers on a circle
to provide panoramic audio to the listeners. The
signals recorded using up and down facing micro-
phones were mixed to signals obtained with the hor-
izontal microphones. The system was reported to
provide very realistic spatial perception. In a later
patent [10], the setup was generalised to having odd
number of microphones on the horizontal plane. It
was also suggested in the patent that the vertical
microphones can be omitted from the system with-
out much subjective degeneration in the reproduced
sound field.

In the original proposal [5] and also in the subse-
quent patent by Johnston and Wagner [10] the di-
rectivity pattern of the individual array elements
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Fig. 1: The directivity function proposed by John-
ston and Wagner [10].

were selected so as to have a gain of 3 dB below
the front direction gain at the look direction of the
neighbouring microphone and a zero at the next non-
consecutive channel. For the original proposal which
considered five channels on the horizontal plane this
requirement corresponded to having a 3 dB decrease
at 72° and a zero at 144°. The second-order micro-
phone directivity which satisfies these design consid-
erations is given in Fig. 1.

A first-order microphone directivity which roughly
approximated this condition was evaluated by Hall
and Cvetkovié [7] and it was observed that the sub-
jective performance of the recording/playback sys-
tem increased with increasing array radius. In a re-
cent study by Hacihabiboglu and Cvetkovié¢ [8], it
was suggested that Johnston-Lam array can be con-
sidered as a conjoined set of near-coincident stereo-
phonic pairs, and thus microphone directivity can
be indirectly related to earlier work on stereophonic
recording.

In the following section, the analysis presented in
that study will be briefly reviewed and the effects of
using conjoined near-coincident stereophonic micro-
phone pairs on directional reproduction of audio are
outlined. As we are only concerned with recording
and reproduction of spatial audio on the horizontal
plane, only the horizontal components of the circular
microphone array are considered in this paper.

3. ANALYTIC EVALUATION OF CIRCULARLY
SYMMETRIC ARRAYS

A stationary sound field can be represented as a
sum of monochromatic plane waves with different
amplitudes, frequencies, and propagation directions.
An objective analysis of the directional reproduction
capabilities of multichannel audio systems is thus
possible by analysing the response of the system for a
single monochromatic plane wave [11]. The analysis
presented in this section follows this approach.

The microphone array studied in this paper consists
of an array of N directional microphones with the
same directivity function, I'(f,6), positioned on a
circle of radius 7, at equal angular intervals with
their acoustical axes pointing out (see Fig. 2). Direc-
tivity functions of real microphones are functions of
both the angle of incidence and of frequency. How-
ever, we assume in this paper that the ‘ideal’ mi-
crophones in the hypothetical array are frequency
independent (i.e. T'(f,0) = T'(6) for all frequencies).

Let us consider a complex monochromatic plane
wave of frequency fy, incident from the horizontal
direction, ;. The signal recorded by the m** micro-
phone is:

Pon(t) = ATy, (0,) Mol =recos(0e=282)1 (1)
where A is the peak amplitude, T',,(0s) =
I' (85 — 2rm/N) is the sensitivity (i.e. directivity) of
the microphone, kg = 27 fy/c is the wave number,
and c is the sound speed.

The reproduction setup consists of N angularly eq-
uispaced loudspeakers on a circle (See Fig. 3). Each
loudspeaker plays back the audio signal recorded
by the microphone with the corresponding angle
without any additional processing. Let us assume
that the loudspeakers are positioned in the acoustic
far-field and thus effectively behave as plane-wave
sources. We can express the pressure component
of the sound field at an arbitrary listening position,
Xe = Te [COS 1, sin.], within the listening area due
to the loudspeaker m as:

Pm (Xe) =
AFm (93) ejko [ctfra cos(Gsz)fre cos(wae)] )
(2)
Here, r. = |x¢| is the radial distance from the cen-
tre of the circle defining the loudspeaker array, and
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Fig. 2: Two elements of the N-channel microphone
array. Adapted from [8].

Pm—l—l(t)

Fig. 3: Two elements of the N-channel loudspeaker
array. Adapted from [8].

1. denotes the angular positioning of the listening
position.

The complex pressure and velocity components of
the acoustical field in the listening area due to the
loudspeaker array will be a sum of individual com-
ponents due to these N loudspeakers:

p(xe) = Z Pm(Xe), (3)

V(xe) = E > pi(r) Ty, (4)
pe k=1

where 1n,,, is the unit vector co-directional with the
acoustic axis of the loudspeaker m.

The product of pressure and (complex conjugate)
velocity components is known as the complex inten-
sity. Complex intensity is not time-dependent for

a complex monochromatic plane wave as opposed
to instantaneous intensity. The complex intensity,
I.(x.), can be expressed using the pressure and ve-
locity components as:

SPRIV (x0), )

1 N N
= 5 Z Z Pk (Xe)pjn(xe)ﬁm

2pc
p k=1m=1

I.(x.) =

The summand can be expressed as
Ic7km<xe) — AQ,ykm(H)ej2k0dkm sinfkmﬁm (6)

where Ygm (0) = T, ()T, (6) and,

dierm = sin {(k_Nm)ﬂ-} \/7“3 + 72 + 27,7 cos(vhe — 0s),
(k+m)m 4 e sin(te — 6s)
m=0—-——"" 41
& N Ttan Tq + 1e cos(the — 0,)

The real part of complex intensity, also known as
active intensity [12], can be used to investigate the
directional properties of the reproduced sound field.
Active intensity is co-directional with the propa-
gation direction of a plane wave at a given loca-
tion. The active intensity due to the combination
of recording and reproduction systems is then given
by:

Ia,km (Xe) - AQ’YknL (05) COS (Qkodkm sin gkm) ﬁm-
(7)

and, the total active intensity is:

N N
Ia(xe) = Z Z Ia,km(xe) (8)

k=1m=1

It may be observed that the active intensity is re-
lated not only to the active intensities of individ-
ual loudspeakers, I, m (x.), but also the cross-talk
terms I, g (xe), m # k, occurring due to their in-
teraction.

Correct reconstruction of the plane wave requires
the reproduced active intensity I,(x.) to be codi-
rectional with the direction of wave propagation.
The magnitude of active intensity determines the
strength of the directional property of the repro-
duced sound field. Therefore, in order to reproduce
the plane wave correctly active intensity should have
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a large magnitude and also be in the same direction
as the propagation direction of the recorded plane
wave.

4. MICROPHONE DIRECTIVITY DESIGN

4.1. Cross-talk Components

At least two loudspeakers are required to repro-
duce the direction of a plane wave correctly around
the optimal listening area also know as the ‘sweet
spot’ (i.e. x, = 0). Therefore, the aim of the pro-
posed multichannel system is to have only two loud-
speakers active for a single plane wave. For exam-
ple, if the plane wave is incident from the direc-
tion, 6, such that % <6< w, only the
loudspeakers m and m + 1 should be active. This
allows using stereophonic panning laws for design-
ing the common microphone directivity pattern. In
order to achieve this, the cross-terms, i, (6), for
non-consecutive microphones, m and k, should be
minimised. This requires designing superdirectional
pressure-gradient microphones [13] of the form:

M
) = Z ay cos'(6), 9)
i=0
for which

(i) T'(0) =1, and
(ii) T'(2mn/N) =0 for m = 2...N — 2.

In order to satisfy the second condition, each addi-
tional zero in the directivity function will correspond
to an increase in the order of directivity by one. Al-
though there exists no comprehensive study of the
audibility thresholds of reflections incident from be-
hind the listener, cross-talk may be considered to be
effectively zero if its level is at least 15 dB below the
front direction sensitivity of the microphone. If this
condition is satisfied, only two loudspeakers will be
effectively active for any given source direction. In
other words, the levels of the remaining loudspeakers
will be too low to be audible.

4.2. Time-Intensity Panning

There exist a great body of literature investigat-
ing different stereophonic recording techniques. The
virtues and vices of coincident, near-coincident,

and noncoincident stereophonic recording have been
studied thoroughly [14]. The specific microphone
array which is the topic of this study behaves like
conjoined near-coincident stereophonic pairs if the
cross-talk terms are eliminated. In other words both
time and intensity differences will be present at each
recorded channel.

Time delay between two channels causes the prece-
dence effect [9, 15] to influence the perceived direc-
tion of the sound source. Unless, summing localisa-
tion threshold [15] is exceeded in the time delay be-
tween the channels, time delay will be an important
contributing factor in the formation of the perceived
direction of the auditory event. From audio engi-
neering perspective, a practical (if slightly heuristic)
approach to mapping time and intensity differences
to the perceived direction of the auditory image was
given by Franssen [16].

Fig. 4 shows the stereophonic time-intensity pan-
ning curves adapted from Franssen [16]. The curves
represent the level difference between right and left
channels. The upper curve, R(7), represents the
limit at which the auditory image is perceived to
be located at the right loudspeaker for a given inter-
channel delay of 7. The lower curve, L(7), represents
the limit at which the auditory image is perceived at
the left loudspeaker. Operating lines are defined in
order to pan the stereophonic image between two
loudspeakers with a given maximum interchannel
delay. In the figure, two such operating lines are
shown. The lines from Agr to Ap, and Bgr to Bp,
are the operating curves for time-intensity panning
for a maximum interchannel delay of 1 and 2 ms,
respectively.

Let us consider levels of left and right channels (gr,
and gg) of a stereophonic setup. The time-intensity
curves given in the figure represent the ratio:

p(7) = 10log [gr(7)/g.(7)] (10)

where 7 = 7. — 7; represents the interchannel de-
lay. If p(7) > R(7), the auditory image is perceived
at the right loudspeaker. If p(7) < L(7), the audi-
tory image is perceived at the left loudspeaker. The
operating lines then represent the interchannel delay
and loudspeaker level ratios that will cause the audi-
tory image to be panned between the loudspeakers.
Additionally, total sound power should be constant:

lgr(7)* + gz (1)* = 1. (11)
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Fig. 4: Time-intensity panning curves, adapted
from Franssen [16].

This way, total sound level at the listening position
will be constant independent of the direction of the
sound source.

Let us also define a maximum delay 7y, between
two channels. The operating line has a slope of:

L(_Tmax) - R(_Tmax)

27—1’1’13,)(

Ko = (12)
The gain of left (or right) channel can therefore be
obtained simply as:

g(r) = m (13)

where K (1) = 10%7/10,

4.3. Microphone Directivity Design as an Con-
strained Optimisation Problem

Three conditions are taken into account while de-
signing the directivity function using time-intensity
curves:

1. The designed directivity function when paired
with the consecutive microphone channels of the
recording array should emulate time-intensity
panning for angles of incidence between two
consecutive channels,

2. The directivity function, T'(f), should be at
least 15 dB below its value for frontal direction
for # > 27 /N and 6 < —27/N, and

3. The directivity function should be effectively
zero for non-consecutive channels.

Let us consider a sound source in the acoustical
far-field incident from a direction, 2mnx/N < 6, <
2(m + 1) /N, between two consecutive channels of
the circular microphone array. Let us also assume
that the cross-talk terms are zero, so the source
is effectively recorded by two microphones, m and
m + 1 only. The interchannel delay between these
two channels depends on the direction of the source,
05, (see Fig. 2) and can be calculated as:

7(0,) = —2%"’ sin (%) sin (95 n %) (14)
The maximum delay between channels (when signals
at both channels are non-zero) is:

Tm . 2 (7T
—2— — ). 15
. sin N) (15)

A time-intensity panning operating line can be ob-
tained from this maximum interchannel delay value
from (12). This operating line can be used to ob-
tain the corresponding gain which essentially is the
sensitivity of the microphone for the given source
direction.

Tmax =

The conditions stated above can be imposed analyt-
ically as a constrained linear least-squares optimisa-
tion problem:

. 9 Gia < 6
min |Gna—1]|5 such that{ G.a — 0 (16)
where
G, = [cos?Ony ¢=0..Qn p=0.M,
Gy = J[cosPbiy ¢=0..Q; p=0.M,
G, = J[cos?b,4 ¢=0..Q. p=0..M,
a = [agap ... ap]”,
(8 [9(7(0m,0)) - 9(T(Om. 0. )]

B is the maximum allowable crosstalk level be-
tween non-consecutive channels, 0 < 0, 4 < 27 /N,
2n/N < 0,4 < m, and 0,, = 2mi/N. Here, 0,4
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Fig. 5: New directivity function based on time-
intensity panning for N =5, M = 6, and r,, = 15.5
cm.

are the angles at which the difference between the
directivity function and time-intensity panning gain
is minimised, 60, ; are the angles at which the cross-
talk constraint is applied, and 0, , are the angles at
which the directivity function is zero.

Fig. 5 shows directivity pattern of the microphone
designed for 7, = 15 cc=m, M = 6, and N = 5.
The design objective due to time-intensity panning
law is also overlaid on the directivity plot. It may
be observed that a very good approximation to the
design criteria can be obtained with a sixth-order
design.

Fig. 6 shows the proposed directivities for different
number of channels, N =3 to N =7 for r,, = 15.5
cm for M = 6. It may be observed that as the
number of channels increases, a narrower beamwidth
is required.

5. SUBJECTIVE EVALUATION

5.1. Subjects

Six subjects (5 male; 1 female), with no reported
hearing impairment participated in the experiment.
Three of the subjects were the authors of this paper.

150,

180"

210

240° 300
270
N=3 = = =N=5 ' N=6 '='=N=7 —— N=4]

Fig. 6: The new directivity function based on time-
intensity panning.

The subjects reported no difficulties in rating the
stimuli during the test.

5.2. Test setup

The subjects were seated in an acoustically isolated
sound booth (Tgo ~ 200 ms). The walls and the
ceiling of the booth are almost completely absorbent
and the only major reflection is from the floor.

The test setup consisted of five MACKIE HR824 ac-
tive monitor loudspeakers positioned regularly on a
circle with a radius of 2 m. Eight Genelec 6010 loud-
speakers were positioned on the same circle at equal
intervals with 8° separation between two consecutive
channels of the five-channel system. Both MACKIE
and Genelec speakers were calibrated to a nominal
level of 78 + 0.25 dBA using pink noise as measured
at the centre of the circle [17]. The MACKIE system
was used to play back the simulated five-channel sys-
tem, while Genelec loudspeakers were used as acous-
tic pointers. The subjects were seated at the centre
of the circle defining the positions of the multichan-
nel system. All the loudspeakers were positioned at
the ear level facing the subject. A computer moni-
tor positioned in front of the listener was connected
to the audio workstation over which the test routine
was executed.

The listeners registered their responses by clicking
buttons on a graphical user interface displayed on

AES 128t Convention, London, UK, 2010 May 22-25
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Fig. 7: The test setup. The white loudspeakers con-
stitute the five channel reproduction system. The
gray loudspeakers are the acoustic pointers. Three
listener seating directions, S7, So, and S3 are de-
noted as arrows.

the monitor (see Sec. 5.3 for details). Fig. 7 shows
the test setup.

5.3. Methodology and stimuli

The listening test aimed to compare the localisa-
tion performance of the original microphone direc-
tivity proposed by Johnston and Wagner [10] with
the directivity pattern proposed in this paper and
the tanpan directivity proposed earlier [8]. Three
sets of stimuli were synthesised. First set used the
directivity function proposed by Johston and Wag-
ner [10], the second set used the tanpan directiv-
ity, and the third set used the TT pan directivity
function proposed in this paper. The array radius
was set to 15.5 cm for both cases as originally sug-
gested in Johnston and Wagner’s patent [10]. The
first microphone directivity used a second order de-
sign with the coefficients ag = 0.5405, ay = 0.5748,
and as = —0.1153. The second directivity func-
tion was of a fifth-order microphone designed ac-
cording to the tangent panning law. The coeffi-

4 T
Onset :
3r l

Offset

,‘V“WWWMM””WW””‘W{WWW
) MM“MJ lih 2 "r'

Amplitude

-1t i

-2t

=3+

0 0.02 0.04 0.06 0.08 0.1
Time (s)

Fig. 8: An example stimulus used in the test.

cients were ag = —.0402, a3 = —.0697, ay, = .6771,
az = 1.2247, a4y = —.1314, and a5 = —.6622. The
third directivity function was of a sixth-order micro-
phone designed using the method proposed in this
paper for r,, = 15.5 cm, and N = 5. The coeffi-
cients were ag = 0.0413, a; = 0.3993, as = 0.9683,
as = —0.0084, a4y = —1.1963, a5 = 0.0889, and
ag = 0.6666.

For all three directivities, the gains and delays at
each microphone were calculated due to a simulated
source in acoustical free field positioned 10 m away
from the centre of the microphone array for eight
different directions corresponding to the directions
of the acoustic pointers. In order to obtain more
accurate stimuli, the delays to each microphone were
simulated using allpass fractional delay filters [18].

Windowed white Gaussian noise of 0.1 s duration
(Fs = 44.1 kHz) was used as a stimulus. The stimu-
lus was resynthesised randomly at each trial in order
to eliminate bias due to fixed stimulus spectrum. A
cosine tapered window with a 30% taper ratio was
used to obtain a relatively smooth stimulus onset
and offset in order to reduce transient response of
the loudspeakers. Fig. 8 shows an example stimulus
used in the test. The dark lines represent the cosine
tapered window. The onset and offset portions of
the stimulus are also denoted.

The subjects’ task was to listen to the simulated
free-field recording over the five-channel system and

AES 128t Convention, London, UK, 2010 May 22-25
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Fig. 9: The GUI used in the test to collect re-
sponses.

respond by listening to and selecting the acoustic
pointer which is closest to the perceived direction
of the auditory image. The responses were elicited
using the MATLAB graphical user interface (GUI)
shown in Fig. 9.

Three different listener seating directions, Si, Ss,
and S3 were used in order to test localisation per-
formances at different source directions (see Fig. 7).
Each subject took the test for all different direc-
tions in a total of three test blocks. At each seat-
ing direction, each directivity-direction pair was re-
peated 15 times and the presentation order was
fully randomised. Therefore, 120 responses each for
Johnston-Lam microphone directivity, tanpan direc-
tivity, and the TI pan directivity were obtained.
Each test block took around 40 mins to complete
for each subject. Breaks were given between each
block to prevent fatigue.

5.4. Results

For the purpose of quantifying the localisation per-
formance of different systems under test, we define
the localisation error as the difference between the
simulated angle and the angle corresponding to the
acoustic pointer response given by the subjects.

The mean localisation errors and standard devia-
tions for the tested directivities are given in Table 1.
It may be observed from these statistics that both
tanpan and TT pan directivities perform better than
the Johnston/Lam directivity under the given exper-
imental conditions. These statistics may be mislead-
ing however as the performance of each directivity
changes significantly with the direction of seating.

Figs. 10-12 shows the localisation errors for different
angles and 95% confidence intervals. From Fig. 10, it

DIRECTIVITY

15 I 'Tl pan'

I Johnston/Lam
tanpan

MEAN LOCALISATION ERROR (degrees)

-15 T T T T T T T
R T )
e o o ¥

STIMULUS ANGLE (degrees)

Fig. 10: Mean localization errors for the first listen-
ing position averaged across all subjects, S; (front).
The error bars show the 95% confidence intervals of
the mean errors.

may be observed that the performance of TI pan di-
rectivity is better than both Johnston/Lam and tan-
pan directivitie for front listening direction. Please
also note the symmetry of the results which is due
to the symmetry of the hearing system. Figs. 11 and
12 shows that there are angular intervals (between
44° and 68° for S and between 116° and 140° for
S3) where the performance of all systems are equally
bad. This is possibly due to cone of confusion which
reduces the localisation accuracy and not due to the
tested systems.

An important degradation in multichannel audio
systems is due to the widening of the auditory im-
age which reduces the locatedness [9] of the auditory
image. We hypothesise that the spread of localisa-
tion error reflects the level of difficulty at which the

Table 1: Means and standard deviations of the
tested directivities.

Directivity | Mean error | Std. deviation
Johnston/Lam 6.64° 13.74°
Tanpan 2.26° 10.10°
TI pan 4.44° 10.80°
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Fig. 11: Mean localization errors for the first listen-
ing position averaged across all subjects, Sy (side).
The error bars show the 95% confidence intervals of
the mean errors.
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Fig. 12: Mean localization errors for the first listen-
ing position averaged across all subjects, S3 (back).
The error bars show the 95% confidence intervals of
the mean errors.

subjects gave their reponses. Therefore, pairwise
comparisons of standard deviations of the subjec-
tive localisation errors were carried out via F-tests.
Both tanpan and TI pan directivities have similar
error standard deviations while standard deviation

of Johnston/Lam directivity was higher. Therefore,
we applied a right-tailed test to see if this difference
is statistically significant. The null hypothesis that
the error variances are equal for Johnston/Lam and
tanpan directivities can be rejected at o = 0.01 level
(F(2195,2195) = 1.6191; p < 0.01; right-tailed).
The null hypothesis that the error variances are
equal for Johnston/Lam and TI pan can be rejected
at o = 0.01 level (F'(2195,2195) = 1.8515; p < 0.01;
right-tailed). The null hypothesis that tanpan and
“TTI pan” directivities have the same error variance
cannot be rejected at o = 0.01 level. This indicates
that those two directivities provide similar perfor-
mance in terms of perceived source width.

It should be noted that, in a typical listening condi-
tion the localisation accuracy in the front direction
will be more important than localisation accuracy
at the sides and at the back, directions at which
human auditory system is not very accurate. There-
fore, we argue that T pan directivity proposed in
this paper provides a better choice than both John-
ston/Lam directivity and tanpan directivity which
we have proposed previously.

6. CONCLUSIONS

A new microphone directivity design method based
on the concept of stereophonic time-intensity pan-
ning was proposed in this paper. The proposed
method is based on the minimisation of the error be-
tween the microphone sensitivity and time-intensity
panning curves, as well as the interchannel cross-
talk. The designed microphone directivities are use-
ful in near-coincident multichannel recording as pro-
posed by Johnston and Lam [5]. The design proce-
dure involved the solution of a constrained linear
least squares optimisation problem.

Results of a subjective listening test comparing the
localisation performances of the proposed micro-
phone array with the original Johnston/Lam direc-
tivity and the tanpan directivity were also presented.
The subjective localisation test involved matching
acoustic pointers with the simulated source direc-
tions under well-controlled experimental conditions.
It was shown that the new design method allows
better subjective localisation of simulated sound
sources. A more comprehensive evaluation to com-
pare the proposed system with second-order Am-
bisonics is under way [20].
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