
Interactive Room Acoustics
Synthesis for XR

Enzo De Sena, Institute of Sound Recording, University of Surrey (UK)
Hüseyin Hacıhabiboğlu, Graduate School of Informatics, METU (Turkey)

Zoran Cvetković, Department of Engineering, King’s College London (UK)

AES International Conference on Audio for Virtual and Augmented Reality 2020

De Sena, Hacıhabiboğlu, Cvetković Tutorial: Interactive Room Acoustics Synthesis for XR 1/77

1/77



Acknowledgments

Julius O. Smith III (Stanford)
Toon van Waterschoot (KU Leuven)

Patrick Naylor (Imperial College London)
Niccolo’ Antonello (IDIAP)

De Sena, Hacıhabiboğlu, Cvetković Tutorial: Interactive Room Acoustics Synthesis for XR 2/77

2/77



XR – Virtual, Augmented, Mixed Reality

• Applications: entertainment, education, communications...
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Audio rendering for VR/MR/AR

Virtual Real

• Step 1: room acoustic synthesis
• Step 2: auralization, i.e. making the sound field audible

• Rendered room acoustics in
◦ VR: room acoustics of virtual space
◦ MR/AR: room acoustics of real space
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Why render room acoustics

• Rendering high-quality room acoustics is essential for
◦ auditory immersion
◦ sense of realism and presence
◦ spaciousness
◦ envelopment experience
◦ effective externalization
◦ convincing illusion of sound source distance
◦ rendering apparent source width
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Aims and scope of the Tutorial

• Overview of fundamental principles and state-of-the-art
methodologies in audio for XR:
◦ Synthesis of room acoustics
◦ Integration with headphones-based auralization
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Outline of the Tutorial

Room Acoustics Synthesis
Fundamentals of Room Acoustics
Perception of Room Acoustics
Room Acoustic Models

Binaural Rendering for XR
Binaural Rendering
Integration with Synthesized Room Acoustics in XR

Examples of open-source VR/AR Audio Rendering Software
Audio360
Resonance Audio
Steam Audio

Conclusions
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Wave equation

• Sound propagation governed by the PDE[2]:

△p− 1
c2
∂2p

∂t2
= s

p pressure, s source distribution, c speed of sound
• Initial and boundary conditions are needed to find a solution
• Example boundary condition:

∂p

∂t
= −cZw∇p · n

n orthogonal to the boundary, Zw wall impedance
• Equation admits closed form solution only in few cases
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Modal description of reverberation
• Monochromatic sound source, Helmholtz equation[2]:

△p̂+
(
ω

c

)2
p̂ = ŝ

• Solutions for point sources:

p̂ = A
∞∑

m=0

ψm(x′)ψm(x)
ω2 − ω2

m − 2jξmωm

each element of the summation is called “mode”, where ωm

modal frequencies, ψm(x) eigenfunctions, ξm imaginary part of
eigenvalue, x observation position, x′ source position
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Modal description of reverberation (cont’d)
• Density of modes increases as f 2 (Kuttruff, 2000)[2]

◦ Sparse distribution of modes at low frequencies
◦ Overlapping modes at high frequency into a random frequency

response

• Transition – Schroeder frequency [Schroeder, 1962][3]:
Fc = 2000

√
T60
V

Examples
• Bathroom V = 10 m3, T60 = 0.35 s ⇒ Fc = 374 Hz
• Concert hall V = 2700 m3, T60 = 2 s ⇒ Fc = 54 Hz
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Acoustic Impulse Response (AIR)
• Acoustic impulse response is (time-domain) solution of wave

equation for impulsive sound source
• Response to any input is obtained via convolution with AIR

(Rational Acoustics)

Components of AIR h(t) in rooms
• Direct line-of-sight (LOS)
• Early reflections: sparse low order reflections
• Late reverb: dense, higher order reflections, from all directions
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High level characteristics of AIR

Mixing time
• Transition between early reflections and late reverb

Reverberation time (T60)
• Time taken for cumulative sound energy to decay 60 dB below

its initial level

Direct-to-reverberant Energy Ratio (DRR)
• The ratio of the energies of early reflections and late reverb

Critical distance (Reverberation radius)
• The distance at which energies of the direct sound and

reverberation are equal
• Affects speech intelligibility
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Measured AIR samples

Link here to: https://youtu.be/hWaDaB2B9i8
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Distance attenuation
Spherical spreading; inverse square law; 6 dB drop for every
doubling of distance

Air absorption
Heat losses due to friction and relaxation processes; frequency
dependent
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Reflections

(Sonography folder)

• Sound wave hitting a boundary will generate a specular
reflection and, depending on the material, a more or less
energetic diffuse reflection

• In the process, energy will be lost, with losses dependent on
material and on frequency
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Source directivity

Late reverberation

Early reflections

Direct path

Figure adapted from Behler, 2006 [4]

• Real sound sources are never omnidirectional
• Depending on the position of observation the direct path level

and the ER pattern will change
• Critical distance: rc ≈ 0.1(gV/πT ) 1

2 (g is the directivity gain)
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Measuring source directivity

(Katz et al., 2006)[5]

• Typically requires an anechoic chamber (or that the direct path
response does not overlap with the first early reflection)

• Smaller static sources (e.g. loudspeakers) easier to measure
• CLF [6] or SOFA [7] can be used to store and deliver directivity

data
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Occlusion

(quora.com)

• Occlusions occur when the line of sight is blocked
• Sound waves can still travel around the edges: diffraction
• Waves with larger wavelengths result in more energy diffracted

around the edge
• Occlusions can be caused acoustically transparent materials
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Edge Diffraction

Left figure adapted from (Torres et al., 2001)[8]

• When a source is obstructed, diffraction component is the
earliest arriving wave

• Biot-Tolstoy-Medwin (BTM) model[9] provides a closed form
solution for infinite wedges
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Perception of Sound in Rooms

(Rational Acoustics)

1. Early reflections: affect spaciousness, envelopment, and
apparent source width.

2. Late reverberation: precise structure not important, but
2.1 T60(ω): affects impression of size
2.2 Echo buildup density: affects the perceived texture of

reverberation
2.3 Mode density: if insufficient can yield metallic sound
2.4 direct-to-reverberant ratio...

• Governed by complex and not fully understood perceptual
phenomena[10, 11]
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Perception of Early Reflections
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Precedence Effect
The first arriving sound wave dominates directional localization
and most of the localization information conveyed in the
reflections is suppressed

De Sena, Hacıhabiboğlu, Cvetković Tutorial: Interactive Room Acoustics Synthesis for XR 23/77

23/77



Perception of Early Reflections
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Perception of a single reflection incident from 40◦ azimuth with respect to the
frontal direct sound (Adapted from Barron, 1971[12])
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Perception of Reverberation

Perceptual attributes of reverberation (Kaplanis et. al. 2014)[10]
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Summary of fundamentals of room acoustics and
perception of room acoustics

• AIR in a room: LOS, early reflection and late reverb
• Wave equation gives physical model for propagation
• Wave equation requires initial and boundary conditions to find

solution, and solution hard to find in closed form
• Solution for point-like sound source yields modal description of

reverberation
• Modes well separated at low frequencies

• Room perception governed by complex phenomena
• Accurate rendering of early reflections is important
• We are not sensitive to precise structure of late reverb
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Overview

Convolutional (FIR) Ray-tracing
Image Method

Common Acoustical Pole

Orthogonal Basis Function

IIR 

Subband techniques 

Beam-tracing Scattering
Delay Networks

(SDN)

Bounday Element Method

Feedback 
Delay Networks

(FDN)

Digital 
waveguide 
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(DWN)

Finite Volume Method

Schroeder reverb
Commercial reverb

Digital Waveguide Mesh

Finite-di�erence Time-Domain

Physical-based
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• Excellent overview paper of past 50+ years of artificial
reverberation by Valimaki et al.[13, 14]
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Wave-based models
Discretize wave equation in time/frequency and
space/boundary/volume

• E.g. FDTD[15] approx. derivatives with finite differences:

∂2p

∂t2 ≈
pn+1

l,m,i − 2pn
l,m,i + pn−1

l,m,i

T 2
∂2p

∂x2 ≈
pn

l−1,m,i − 2pn
l,m,i + pn

l+1,m,i

X2

• Convert wave equation into set of linear equations
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Overview

Convolutional (FIR) Ray-tracing
Image Method
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Wave-based models
Discretize wave equation in time/frequency and
space/boundary/volume

• High physical accuracy...
• ...but extremely high computational complexity
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Overview

Please replace with:
https://www.youtube.com/watch?v=PoWpCC5KUmo
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Overview
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Geometrical acoustics models
Models approximating sound propagation using rays

• Lower computational complexity...
• ...but lower accuracy
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Overview

Convolutional (FIR) Ray-tracing
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Delay Networks
Methods that do not physically model sound propagation in
rooms, but aim to create pleasing reverberant sound

• Very low computational complexity (historically first type of
artificial reverberators)...

• ..but no physical accuracy and no explicit physical modelling
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Measurement-based methods
Use measurements in real space to form parametric
representation of room acoustics

• E.g. convolutional (finite impulse response filter) model:
◦ Need to have access to physical space with desired characteristics
◦ Very high complexity (e.g. if Fs = 50 kHz, T60 = 2 s, 3 sound

sources and 2 output channels ⇒ 60 billion FLOPS
◦ FFT convolution is faster, if throughput delay is tolerable (and

there are low-latency algorithms)
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Overview
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• Main requirements for XR:
◦ Low computational complexity
◦ As accurate as possible, either physically or perceptually

• Most suitable room acoustic models are:
◦ Geometrical acoustics methods (image method, ray tracing, beam

tracing)
◦ Delay networks methods (FDN, DWN, SDN)
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Image method (IM) for single reflector

Source

Wall

Microphone

Source

Image
source

Wall

Microphone

• Wave propagation in half space is equivalent for:
1. source and wall
2. source and image source (no wall)

• Exact for rigid wall (∇p · n = 0)
• Approximation for non-rigid wall
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Image method (IM) for rectangular room[21]

• With multiple reflectors: remove wall, mirror source and
opposite wall

• Spatial periodicity of image sources can be exploited for fast
rendering in multiple positions[19]

• Non-rectangular rooms also possible, but need expensive
computations of image source visibility[20]
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Ray-tracing[22]

• Source emits rays in given number of directions
• Specular reflections; diffraction and scattering also possible
• Build RIR by recording time and amplitude at receiver volume
• Choice of receiver size and number of rays is critical
• Rays can be weighted/filtered according to source directivity

and wall absorption

Source

Receiving
volume
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Beam-tracing[23]

!i" Transmission beams: For each nonopaque face F on
the boundary of cell C and intersected by the beam B,
a pyramidal transmission beam Bt is constructed
whose apex is the source of B and whose sides each
contain an edge of F!B . This new beam Bt repre-
sents sound rays traveling along B that are transmitted
through F into the cell Ct which is adjacent to C
across F.

!ii" Specular reflection beams: For each reflective face F
on the boundary of cell C and intersected by the beam
B, a polyhedral specular reflection beam Br is con-
structed whose apex is the virtual source of B, created
by mirroring the source of B over the plane containing
F, and whose sides each contain an edge of F!B .
This new beam Br represents sound rays traveling
along B that reflect specularly off of F and back into
cell C.

!iii" Diffraction beams: For each edge E shared by two
scattering faces F1 and F2 on the boundary of cell C
and intersected by beam B, a diffraction beam is
formed whose source is the line segment describing E
and whose polyhedral extent contains the cone of po-
tential diffraction paths bounded by the solid wedge
of opaque surfaces sharing E, as shown in Fig. 11.
This conservatively approximate beam contains all
potential paths of sound initially traveling along B and
then diffracted by edge E. For efficiency, the user may
specify that diffraction beams should be traced only
into shadow regions, in which case an extra half-space
representing the shadow boundary is added to the
beam.

Figure 12 contains an illustration of the beam tracing
algorithm execution for the simple 2D example model shown
in Fig. 9. The best-first traversal starts in the cell !labeled
‘‘D’’" containing the source point !labeled ‘‘S’’" with a beam
containing the entire cell !D". Beams are created and traced
for each of the six boundary polygons of cell ‘‘D’’ !j, k, l, m,
n, and u". For example, transmission through the cell bound-
ary labeled ‘‘u’’ results in a beam !labeled Tu) that is
trimmed as it enters cell ‘‘E.’’ Tu intersects only the polygon
labeled ‘‘o,’’ which spawns a reflection beam !labeled TuRo).

That beam intersects only the polygon labeled ‘‘p,’’ which
spawns a reflection beam !labeled TuRoRp), and so on.

Figure 13 shows an example in 3D with one sequence of
beams traced up to one reflection from a source !on left"
through the spatial subdivision !thin lines are cell bound-
aries" for a simple set of input polygons.

If the source is not a point, but instead distributed in a
region of space !e.g., for diffracting edges", the exact region
of space reachable by rays transmitted or reflected by a se-
quence of convex polygons can become quite complex,
bounded by quadric surfaces corresponding to triple-edge
!EEE" events.56 Rather than representing these complex re-
gions exactly, we conservatively overestimate the potential
space of paths from each region of space edge with a convex
polyhedron bounded by a fixed number of planes !usually
six, as in Ref. 39". We correct for this approximation later
during path generation by checking each propagation path to
determine if it lies in the overestimating part of the polyhe-
dron, in which case it is discarded. Since propagation pat-
terns can be approximated conservatively and tightly with
simple convex polyhedra, and since checking propagation
paths is quick, the whole process is much more robust and
faster than computing the exact propagation pattern directly.
Using the adjacency information in the winged-pair struc-
ture, each new beam is constructed in constant time.

The results of the beam tracing algorithm are stored in a
beam tree data structure28 to be used later during path gen-
eration for rapid determination of propagation paths from the

FIG. 11. Rays diffracted by a 3D edge according to the uniform theory of
diffraction. The angle #d of the cone is equal to the angle # i between the
incident ray and the edge.

FIG. 12. Beam tracing through cell adjacency graph !this figure shows only
one beam, while many such beams are traced along different propagation
sequences".

FIG. 13. A beam clipped and reflected at cell boundaries !this figure shows
only one beam, while many such beams are traced along different propaga-
tion sequences".
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source point. The beam tree contains a node for each beam
considered during the beam tracing algorithm. Specifically,
each node stores !1" a reference to the cell being traversed,
!2" a reference to the edge/face most recently traversed !if
there is one", and !3" the convex polyhedral beam represent-
ing the region of space potentially reachable by the traversed
sequence of transmissions, reflections, and diffractions. To
further accelerate evaluation of propagation paths during a
later interactive phase, each node of the beam tree also stores
the cumulative attenuation due to reflective and transmissive
absorption, and each cell of the spatial subdivision stores a
list of ‘‘back-pointers’’ to its beam tree nodes. Figure 14
shows a partial beam tree corresponding to the traversal
shown in Fig. 12.

C. Path generation

In the third phase, as a user moves the receiver interac-
tively through the environment, we use the precomputed
beam trees to identify propagation sequences of transmis-
sions, reflections, and diffractions potentially reaching the
receiver location.

Since every beam contains all points potentially reach-
able by rays traveling along a particular propagation se-
quence, we can quickly enumerate the potential propagation
sequences by finding all the beams containing the receiver
location. Specifically, we first find the cell containing the
receiver by a logarithmic-time search of the BSP. Then, we
check each beam tree node, T, associated with that cell to see
whether the beam stored with T contains the receiver. If it
does, a potential propagation sequence from the source point
to the receiver point has been found, and the ancestors of T
in the beam tree explicitly encode the set of reflections, dif-
fractions, and transmissions through the boundaries of the

spatial subdivision that a ray must traverse from the source
to the receiver along this sequence !more generally, to any
point inside the beam stored with T".

For each such propagation sequence, we construct ex-
plicit propagation path!s" from the source to the receiver. In
our current system, we compute a single propagation path for
each sequence as the one that is the shortest among all pos-
sible piecewise-linear paths from the source to the receiver
!this path is used directly for modeling transmission, specu-
lar reflection, and diffraction according to the geometrical
theory of diffraction". In order to construct this shortest path,
we must find the points of intersection of the path with every
face and edge in the sequence.

For sequences containing only transmissions and specu-
lar reflections !i.e., no edge diffractions", the shortest propa-
gation path is generated analytically by iterative intersection
with each reflecting surface. For instance, to find a path be-
tween a specific pair of points, S and R, along a sequence of
specularly reflecting polygons Pi for i!1,...,n , we first
traverse the polygon sequence in forward order to construct a
stack of mirror images of S, where Si corresponds to the
image resulting from mirroring S over the first i of the n
reflecting polygons in the sequence. Then, we construct the
propagation path by traversing the polygon sequence in
backward order, computing the ith vertex, Vi , of the path as
the intersection of the line between Vi"1 and Sn"i#1 with
the surface of polygon Pn"i#1 , where V0 is the receiver
point. If every vertex Vi of the path lies within the boundary
of the corresponding polygon Pi , we have found a valid
reflection path from S to R along P. Otherwise, the path is in
an overestimating part of the beam, and it can be ignored.
Figure 15 shows the valid specular reflection path from the
source !labeled ‘‘S’’" to a receiver !labeled ‘‘R’’" for the ex-
ample shown in Fig. 12.

For sequences also containing diffracting edges, con-
struction of the shortest propagation path is more difficult
since it requires determining the locations of ‘‘diffraction
points,’’ Di (i!1,...,n), for the n diffracting edges. These
diffraction points generally lie in the interior of the diffract-
ing edges !see Fig. 16", and the path through them locally
satisfies a simple ‘‘unfolding property:’’ the angle (# i) at
which the path enters each diffracting edge must be the same
as the angle ($ i) at which it leaves.57 !The unfolding prop-
erty is a consequence of the generalized Fermats principle.55"
Thus, to find the shortest path through n diffracting edges

FIG. 14. Beam tree.

FIG. 15. Propagation path to receiver point !‘‘R’’" for the example in Figs.
12 and 14 computed via lookup in beam tree for source point !‘‘S’’".

746 J. Acoust. Soc. Am., Vol. 115, No. 2, February 2004 Funkhouser et al.: Beam tracing for interactive architectural acoustics

• Precalculate beam tree by intersecting environment polygons
(e.g. door u in figure) with the beam

• Precalculated beam tree depends only on source position
• For given observation point, lookup in tree and calculate paths
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Comparison Geometric Acoustics Models
• Beam-tracing:

◦ fast rendering for moving observer
◦ requires recalculate tree if source moves (though recent

advancement reduce complexity[24]

• Ray tracing:
◦ Complexity can be controlled by number of rays
◦ Can model edge diffraction, scattering
◦ No guarantee of low-order reflections

• Image Method:
◦ Guaranteed all reflections up to certain order present
◦ Preferred model to calculate early reflections
◦ High computational complexity for long RIRs

• All above output an AIR, so still need to run convolution
• If physical accuracy not needed, perceptual methods provide

better option
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Perception-based models

• Overview paper by Hacihabiboglu et al.[25]

• Often separate modules for early and late reverbReverb = Early Reflections + Late Reverb

y(n)

Reverb
x(n) Late

... ...
Tapped Delay Line

• TDL taps may include lowpass filters
(air absorption, lossy reflections)

• Several taps may be fed to late reverb unit,
especially if it takes a while to reach full density

• Some or all early reflections can usually be worked
into the delay lines of the late-reverberation
simulation (transposed tapped delay line)

15

Early Reflections

The “early reflections” portion of the impulse response is
defined as everything up to the point at which a statistical
description of the late reverb becomes appropriate

• Often taken to be the first 100ms

• Better to test for Gaussianness

– Histogram test for sample amplitudes in 10ms
windows

– Exponential fit (t60 match) to EDC (Prony’s
method, matrix pencil method)

– Crest factor test (peak/rms)

• Typically implemented using tapped delay lines (TDL)
(suggested by Schroeder in 1970 and implemented by
Moorer in 1979)

• Early reflections should be spatialized (Kendall)

• Early reflections influence spatial impression

16

(J. O. Smith, https://ccrma.stanford.edu/ jos)

Desired qualities for late reverb:
• Smooth decay: high reflection density
• Smooth frequency response: high mode density
• Moorer’s ideal reverb: exponentially decaying white noise
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Feedback delay network

(Schlecht and Habets, 2017)[26]

• Generalization of Schroeder reverberator
(Stautner and Puckette, 1982) [27]

• Design: start with lossless prototype (T60 = ∞) to obtain
noise-like reverb and add losses to obtain desired reverberation
time in each band
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Advancements in FDNs

• Jot and Chaigne (1991) [28]:
◦ Practical procedure to design delays and FDN matrix to obtain

desired echo density and frequency-dependent reverberation time
• Rocchesso and Smith (2002) [29]:

◦ Equivalence with DWN
◦ Circulant feedback matrix with increased efficiency

• Schlecht and Habets (2015, 2017) [30, 31, 26]:
◦ Time-varying FDNs: reduce artifacts and obtain more lively

reverberation tail
◦ Unilosslessness: new definition of lossless FDN matrix
◦ Closed-form and approximated formulas for echo density
◦ Procedure to design delays for desired mixing time
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Digital waveguide networks (DWN)
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• Network of bi-directional delay lines connected at scattering
junctions (Smith, 1985) [32]

• Can be interpreted as network of acoustic tubes
• Question: How to set parameters (delay line lengths, network

connections, scattering matrix..)?
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Scattering delay network (SDN)
• Design DWN based on characteristics of a physical room

• Position nodes at first-order reflection
points

• Fully connected DWN network
• Mono-directional lines for

source-junction and junction-mic

Two interpretations:
• Physical network of acoustic tubes
• Approximation of image method/ray tracing

(De Sena, Hacihabiboglu, Cvetkovic, AES 2011)[33] (IEEE/ACM TASLP 2015)[34]

(USPTO)[35]
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SDN: approximation of image method

• Correct rendering of LOS and first-order reflections in time,
amplitude and direction

• Approximation of second and higher-order reflections, less
important perceptually

I-order reflection II-order reflection Another II-order reflection
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SDN: approximation of image method

• Correct rendering of LOS and first-order reflections in time,
amplitude and direction

• Approximation of second and higher-order reflections, less
important perceptually

I-order reflection II-order reflection Another II-order reflection
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SDN: physical network of acoustic tubes
• Can be shown that SDN is a physically accurate model of a

network of acoustic tubes

room with source/observer network of acoustic tubes

• Actual room and network of acoustic tubes share a number of
perceptually important features (e.g. T60, echo buildup etc)
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SDN performance
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• Higher perceived naturalness than FDN and ray tracing[36]

• While orders of magnitude faster than (fft) convolution alone
• All parameters of model derived from physical properties

Advantages with respect to delay networks:
• No need for hands-on parameters tuning
• Physical interpretation ⇒ spatialisation possible
• More elegant solution than separate early/late modules
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Comparison of SDN-IM-FDTD

Please replace with:
https://youtu.be/1hdhhrM4juQ
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SDN demo (with stereo loudspeakers)

Please replace with:
https://www.youtube.com/watch?v=AbLCJz64oLc
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Recent advancements in SDN
• Stevens et al. (2017) [37]:

◦ Extension to exact second-order reflections
◦ Implementation of direction-dependent scattering (e.g. modelling

of trees)
◦ Modelling of outdoor scenes (sky absorbing nodes)

• Schlecht and Habets (2017) [26]:
◦ Showed scattering matrix is unilossless

(Stevens et al., 2017)[26]
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Summary

• Wide variety of room acoustic models and simulators
• Wave-based models: most accurate available but

computationally expensive
• Geometric-models: ray-like assumption, lower complexity but

also lower accuracy
• Perception-based models: very fast, attempt to reconstruct

only perceptually relevant features of reverberation
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Binaural rendering of a single source

• To render binaural audio, we need to
model head diffraction, shadowing etc

• In wave-based models, can be done
as part of the simulation, but
computationally expensive process

• In other model classes: measured
responses from dummy heads

• Typically assumed far-field sound sources
(incoming plane waves)

• Results are direction-dependent filters
called head-related transfer function (HRTF)

• MIT KEMAR dataset[38], CIPIC[39] and many
others.
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Binaural rendering of synthesized sound fields

• In sound synthesis we will have multiple incoming plane waves,
which can be:
◦ individual sound sources
◦ room reflections (typically only early reflections are rendered

binaurally)
• We know their directions: convolve with HRTFs and sum up
• Head tracking with HRTF update – latency < 85 ms
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Ambisonics transcoding
• All sources and reflections are rendered via a virtual

multichannel system
◦ The number of channels and HRTF filtering operations remains the

same regardless of the number of sources and reflections
◦ Each virtual loudspeaker is rendered via a pair of HRTFs
◦ Sources and reflections are rotated in the direction opposite of

head rotations → there is no need to update HRTFs
◦ N -th order Ambisonics → (N + 1)2 channels

(Resonance Audio, resonance-audio.github.io/resonance-audio)]
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HRTF filter design and individualization

• HRTF filter design and interpolation
◦ Filter design via spectral smoothing[40, 41]

◦ Interpolation via manifold learning[42, 43]

◦ Interpolation via SHD[44]

• HRTF individualization
◦ CV based (Genelec™AuralID™, https://auralid.genelec.com)
◦ Sparse representations[45]

◦ PCA-based[46]

◦ Deep-learning based [47, 48]
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Overview of an Auralization Model
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Direct auralization approach
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Shortcomings of direct auralization

• Calculation of a high number of image sources at interactive
rates ⇒ Increased computational cost

• The interpolated delay line should be as large as the latest
arriving ER to be simulated ⇒ Increased memory footprint

• The number of reflections to be simulated determines the
number of filters to be used ⇒ Increased computational cost

• Interpolation of all filters used in response to moving sources
or listener ⇒ Increased computational cost

• Quality of artificial reverberation determines the overall
experience ⇒ Perceptual quality depends on design choices

• OVERALL: Not a scalable approach!
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Perception-based methods
Fixed-cost Auralization of early reflections[49]

• Dynamic model relying on onset detection
• Uses a single, cascade FIR structure (per ear) to auralize the

LOS and the early reflections
• Onsets can be calculated offline
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Perception-based approaches
Reflection culling[50]

• Early arriving sounds will suppress late arriving sounds
(Precedence effect)

• Cluster and select suppressor early reflections to be auralized
• Represent each cluster by the suppressor secondary source
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SDN auralization

• Use pair of HRTF filters for each node-head connection
• Head tracking can be (almost trivially) integrated
• Simulation of source directivity involves weighting the output

to each delay line
• SDN is naturally bundling reflections (no need for culling)
• Fixed number of filters per wall (as opposed to direct

auralization)
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SDN binaural demo

Please replace with:
https://www.youtube.com/watch?v=PmWTXWDQu5U
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Audio360, Facebook

[Facebook]

• Multi-platform software for mobile and desktop devices:
◦ Windows, macOS, Android, iOS

• Light weight SDK
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Audio360

• Room simulation
◦ source directivity, spread
◦ distance attenuation curve options, min/max distance
◦ only early reflections are rendered assuming cuboid spaces

• room dimensions
• attenuation of reflections, i.e. wall absorption
• reflection order
• additional control of the level of early reflections
• high frequency room absorption

◦ possibility for combining with any late reverb plugin
◦ focus effects

• Auralization
◦ binaural rendering
◦ up to 3rd order Ambisonics transcoding
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Resonance Audio, Google

[Resonance Audio, resonance-audio.github.io/resonance-audio/]
• Multi-platform software for mobile and desktop devices:

◦ Unity
◦ Unreal
◦ Wwise
◦ DAW
◦ Android
◦ iOS

• Geared towards limited resources of mobile devices
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Resonance Audio

• Room acoustics modelling
◦ source directivity controlled by two parameters:

• alpha – shape (cardioid, circular, figure eight)
• sharpness – width

◦ distance attenuation of direct sound
◦ early reflections rendered accurately
◦ late reverberation rendered by ”reverb engine”
◦ occlusions and diffractions – smoothly-changing low-pass filter

• Auralization
◦ binaural rendering
◦ up to 3rd order Ambisonics transcoding
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Resonance Audio – Environments

[Resonance Audio, resonance-audio.github.io/resonance-audio/]

• Audio Rooms – early reflections and reverb
◦ input parameters

• room dimensions, cuboid rooms
• surface materials from a large bank
• brightness – high/low frequency balance to emulate empty/full rooms

◦ late reverb changes in real time with room dimensions/materials
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Resonance Audio – Acoustic Sources

[Resonance Audio, resonance-audio.github.io/resonance-audio/]

• Point source
◦ point directivity, distance attenuation, dynamic movement
◦ monophonic dry sounds

• Ambisonic sound fields
◦ react to head rotations only
◦ used for distant ambiance/atmosphere sounds
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Steam Audio, Valve

[credit wccftech]

• Multi-platform software for mobile and desktop devices:
◦ PC, macOS, SteamOS Linux, Android
◦ Unity, Unreal Engine 4, FMOD Studio, C API, Wwise (soon)
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Steam Audio

• Custom HRTFs

• Gradation of rendering options
◦ Occlusions – partial, frequency (in)dependent transmission,
◦ Acoustic materials – low/mid/high frequency, scattering
◦ Dynamic geometry – two ray tracing options

• High quality revereberation – high quality ray tracing

• Multi-core CPU and GPU acceleration
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Steam Audio

• High quality reverberation custom presets
◦ length of AIR
◦ reflection order
◦ number of rays in calculating AIR
◦ number of secondary rays for diffuse reflections
◦ maximal number of sources
◦ CPU time (%) allocated for room simulation

• Optimized ray-tracing options:
◦ Intel® Embree – CPU optimized
◦ AMD Radeon Rays – GPU optimized

• AMD TrueAudio Next
SDK for accelerated GPU and multi-core audio
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Conclusions

• Physical room acoustic rendering provides high accuracy but
computationally very intensive, even in course approximations

• Leveraging perceptual phenomena enables to reduce
complexity

• Hybrid (early reflections+artificial reverb) methods most
suitable for XR

• Recent developments in interactive room auralization (e.g. SDN,
source culling) promise increased auditory user experience in
XR without increasing complexity
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Current research topics (I)

• Acoustics of maze-like structures[51, 52]

• Room geometry estimation[53]

• Computationally effective simulation of edge diffraction
• Sound source[54] and diffraction[55] culling
• GPU-based processing[56]

• Applications of deep learning in room acoustics[57]
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Current research topics (II)

• Object-based audio (MPEG-H 3D Audio)
◦ Position dependent
◦ Fully compatible with 3DOF VR
◦ Parameterized representation of audio objects and reverberation
◦ Transcoding tools for channel-based (e.g. binaural), scene-based

(i.e. Ambisonics), and OBA representations
• Upcoming MPEG-I standard

◦ Based partly on MPEG-H
◦ 3DOF, 3DOF+ and 6DOF modes
◦ Work in (somewhat slow) progress
◦ Audio to accompany fully immersive 6DOF video
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Thank you!
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Questions?
Comments?
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